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Simple Contagion 

ÅThink about how a virus or information spreads in a 
network of agent 

ÅAim: 
ïTo model the contagion process 

 

ÅAgent-based models allow to simulate the contagion 
process 
ïImplement micro-behavior of each agent 

ïRe-create and predict the appearance of complex macro-
phenomena (e.g., an epidemic) 
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SI Model 

ÅTwo states: infected and susceptible 

ïMeeting one infected node is enough 

ïSusceptible node gets infected with a certain infection 

probability 

ïInfection probability is different for different disease 
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The rate at of new infections depends on: 



Reproduction Number 

ÅReproduction number:  the average number of 

new infectives generated by each currently 

infected over the course of its infectious period 

ÅExample reproduction numbers: 

ïAids/HIV: 2-5 

ïMeasles:12-18 

ïInfluenza: 2-3 
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Reproduction Number 

 
Å Condition for epidemics: reproduction number > 1  

Å Side Note: Thatós the same threshold at which a giant 

component occurs in random networks  

 

SIR simulation: e.g.  

http://www.uni-tuebingen.de/modeling/Mod_Pub_Software_SIR_en.html 

SI Diffusion in random networks: http://www-personal.umich.edu/~ladamic/NetLogo/ERdiffusion.html  

SI Diffusion in scale-free networks: http://www-personal.umich.edu/~ladamic/NetLogo/BADiffusion.html  

http://www.uni-tuebingen.de/modeling/Mod_Pub_Software_SIR_en.html
http://www.uni-tuebingen.de/modeling/Mod_Pub_Software_SIR_en.html
http://www.uni-tuebingen.de/modeling/Mod_Pub_Software_SIR_en.html
http://www-personal.umich.edu/~ladamic/NetLogo/ERdiffusion.html
http://www-personal.umich.edu/~ladamic/NetLogo/ERdiffusion.html
http://www-personal.umich.edu/~ladamic/NetLogo/ERdiffusion.html
http://www-personal.umich.edu/~ladamic/NetLogo/BADiffusion.html
http://www-personal.umich.edu/~ladamic/NetLogo/BADiffusion.html
http://www-personal.umich.edu/~ladamic/NetLogo/BADiffusion.html


SI Model and Network Properties I 

Average node degree = 2.5 Average node degree = 10 



SI Model and Network Properties II 

ÅSmall World networks (average shortest path 

length is small) 

http://www.ladamic.com/netlearn/NetLogo4/SmallWorldDiffusionSIS.html 



Summary Simple Contagion 

 

ÅDense networks support fast diffusion  

 

ÅShort path length supports fast diffusion 
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Variants of the SI Model I 

ÅSIR Model 

ï3 states 

ïEach infected node has a certain probability to recover 

ïDuring each simulation step: 

ÅEach infected node picks a neighbour 

ÅIf neighbour is susceptible it gets infected with a 

probability p1 

ÅEach infected node may recover with a probability p2 

9 



Variants of the SI Model II 

ÅSIS Model 

ïSame as SIR model but recovered nodes become 

again susceptible 

 

ïSpreading of some disease can be modeled with the 

SIR model (e.g., measels) 

ïSpreading of other diseases (e.g., influenza) can be 

explained by SIS model 
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Complex Contagion 

ÅSimple Contagion: Adoption depend only on 2 nodes 
(infected node meets suceptible node) Ą then the 
suceptible node gets infected with some probability  
Å (e.g. virus or information spread like this) 

 

ÅComplex Contagion: In many situations just seeing one 
friend is not enough Ą adoption depends on several 
nodes (and node-properties) at the same time  
Å (e.g., adoption of products or behavior) 



Granovetterós Linear Threshold Model 

Å Each agent has to make a binary decision (e.g., going to a riot 
or not, yes or no)  

Å Each agent has an individual threshold which determines 
under which circumstances he/she would pick which 
alternative 

Å The payoff of one agent depends on how many other agents 
have picked what 

Å If the payoff  exceeds a threshold the agent adapts 

Å The threshold of each agent may depend on his/her 
properties such as education, age, personality, etc. 
ÅConservative agent Ą 100% threshold 

ÅExtremist or Individualist Ą 0% threshold 

Granovetter, 1978, http://cs.nyu.edu/courses/fall10/V22.0480-002/granovetter.78.pdf 



Example I 

Å100 people milling around in a square 

ÅEach person has an individual threshold which 
describes how many others need to riot before 
he/she will start 

ÅAssume we distribute thresholds between 0 and 99 
uniformly across the 100 people 

ÅWhat will happen? 
ÅPerson with threshold 0 starts breaking a window 

ÅThis activates the person with threshold 1 who joins 

ÅThis actives the person with threshold 2 

 
Granovetter, 1978, http://cs.nyu.edu/courses/fall10/V22.0480-002/granovetter.78.pdf 



Example II 

ÅWhat happens if we change the threshold of the 

person who had threshold 0 to threshold 1? 

 

ÅIt is very dangerous to infer individual 

dispositions from aggregated outcomes!!! 

 

 

 
Granovetter, 1978, http://cs.nyu.edu/courses/fall10/V22.0480-002/granovetter.78.pdf 



Threshold Distribution 

ÅIf we know the threshold distribution of agents 

f(x) and the proportion of agents which are 

ñactivatedò at timestep t1, we can predict how 

many agents will be active at the next timestep 

ÅThe cdf of f(x) indicates the proportion of agents 

having a threshold less than or equal x 

ïthese agents will join the riot in the next time step 
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(Probabilistic) Threshold Models 

ÅThreshold models are a standard deterministic 
models, i.e. whenever we pass the threshold the 
behavior is triggered 

ÅProbabilistic variant of threshold models 

ÅWe define a probability that a person engages in 
behavior  

ÅThe probability is based on the same variables as 
the threshold 

ÅHowever, the emerging behavior is probabilistic 

 



Threshold Models and Networks 

ÅAgents may be embedded in a network structure 

ÅIn the simplest form threshold model assumes 
that each agent observes behavior of all others 

ÅDifferent tie strength may determine how much 
attention they pay to each neighbour 

 

ÅIf node X gets activated depends on the 
(weighted) sum of his neighbours 
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Game-theoretic Models 

ÅLike threshold models they assume rational actors 

with complete information 

 

ÅAgents decide between two comparable alternatives 

ÅDecision will depend on the decision of others (net-

benefits) and their personal preferences 

ÅBased on payoff/costs for each alternative agent 

decides what he will pick 
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Example I  

Game-theoretic Model 

ÅDecide between 2 options: play football (A) or basketball 
(B) 

ÅAgent gets payoff a when choosing A for each of his 
friends who has also chosen A 

ÅSame for B Ą payoff b 

Å If agent chooses B and his friend chooses A he gets zero 
payoff  

 

ÅNote: payoff a and b may be different and may depend 
on how much each user enjoys each sport 

 



Example II 

Game-theoretic Model 

ÅExample: 2/5 of my friends choose 
A, 3/5 choose B which one should I 
choose to maximize my payoff? 

 

Åd neighbours 

Åp of them chose A 

Å1-p chose B 

 

Å If d*p*a >= d*(1-p)*b then choose A 
otherwise B 

 

? 

A 

B 

B 

B 

A 

? 

A 

B 

B 

B 



Choose Both Options 

Å Sometimes nodes can choose multiple options 

Å Being bilingual comes with additional costs c 

 
If  

 d*p*b <=  (d*(1-p)*b + d*p*a) - c 

AND  

 d*p*a < = (d*(1-p)*b + d*p*a) - c 

then choose A and B! 

 

Å Bilingual nodes help the inferior option to persist in networks. 

 

Åd neighbours 
Åp of them chose A 
Å1-p chose B 



Two Equilibria 

ÅEveryone adopted A 

ÅEveryone adopted B 

 

ÅEquilibrium: situation in which no individual wantós to 
switch. Payoff of switching would be zero. 

A 

A 

A 

A 

A 

A 



Cascades 

Å2 nodes decide to switch to B due to external forces 

 

ÅPayoff: 

Åb = 2 

Åa = 3 

 

 

A 

B 

A 

A 

B 

A 

This node will switch as well to B  
If d*p*a >= d*(1-p)*b then choose A otherwise B 
1*0*3  >= 1*1*2 



Cascades 

Å2 nodes decide to switch to B due to external forces 

 

ÅPayoff: 

Åb = 2 

Åa = 3 

 

 

A 

A 

A 

A 

B 

B 

This node will not switch to B  
If d*p*a <= d*(1-p)*b then switch to B  
5*(3/5)*3  > 5*(2/5)*2 



How do cascades look like? 

25 Goel et al., 2012, http://research.microsoft.com/pubs/176494/diffusion.pdf 

Less than 1% of cascades consist of more than 
seven nodes and less than 4% extend further 
than one hob from the seed node. 



When may cascades happen? 

 

 
A 

A 

A 

A 

B 

B 

ÅWhen the network is dense 
 
ÅWhen hubs are effected 



Cooperation and Competition  

in Networks 
 

ÅHow does the network topology influences the 

outcome of a prisonerôs dilemma game? 

 

ÅEach agent plays two-person prisonerôs dilemma 

games with its direct neighbours in the network.  

ÅAgents imitate the behavior of their neighbour who 

got the highest payoff (Evolutionary Game Theory) 

 

 Dirk Helbing 
http://www.soms.ethz.ch/nature12047 



Prisoner's Dilemma  

ÅPrisoner's Dilemma describes the difficulty in 
establishing cooperation in the face of individual 
self-interest 

 

ÅExample: performance-enhancing drugs in sports 

 

Athlete1 

Athlete2 

5ƻƴΨǘ use drugs Use drugs 

5ƻƴΨǘ use drugs 6, 6 1, 7 

Use drugs 7, 1 2, 2 



Prisonerós Dilemma  

Å If Athlete1 knows Athlete2 will not use drugs, he should 

use drugs since he will get a payoff of 7 (otherwise he 

would only get 6) 

Å If Athlete1 knows Athlete2 uses drugs, he should also use 

drugs since he will get a payoff of 2 (otherwise he would 

only get 1) 

Athlete1 

Athlete2 

5ƻƴΨǘ use drugs Use drugs 

5ƻƴΨǘ use drugs 6, 6 1, 7 

Use drugs 7, 1 2, 2 



Prisionerós Dilemma  

Å Using drugs is a strictly dominant strategy since each 

athlete is better off using drugs regardless of what the 

other player does 

Å The best option (both going for donót use drugs) cannot be 

achieved by a rational play 

 

Athlete1 

Athlete2 

5ƻƴΨǘ use drugs Use drugs 

5ƻƴΨǘ use drugs 6, 6 1, 7 

Use drugs 7, 1 2, 2 



Prisonerós Dilemma in Networks 

Å Each agent plays two-person prisonerôs dilemma games with its 

direct neighbours in the network.  

Å After the interaction, the agent moves to an empty node. 

Å The agent imitates the behaviour of the neighbour who got the 

highest payoff in step 1 (if higher than the agentôs own payoff).  

Å The behaviour is spontaneously changed with a mutation rate of 

0.1 

Dirk Helbing 
http://www.soms.ethz.ch/nature12047 



Prisonerós Dilemma in Networks 

Å Blue circles represent cooperation (not using drugs), red circles 

non-cooperative behaviour (using drugs). 

Å Initially, the cooperation is enhanced by increasing the link 

density 

 

http://vimeo.com/53876434 



Network Topology and Behavior 

ÅSimulations 

ÅControlled Lab Experiment by Kerns et al.: 

ÅHuman subjects try to solve the node coloring 

problem (distributed problem solving)  within 5 

min 

ÅSubjects where embedded in different network 

structures 

Kerns et al. http://www.cis.upenn.edu/~mkearns/papers/ScienceFinal.pdf 



Node Coloring Problem 

ÅSubjects got the minimum 
number of colors that is 
necessary to color the entire 
network without conflicts 
(chromatic number) 

ÅSubjects only see the colors of 
their neighbours 

ÅConflict: edge connecting 2 
nodes of the same color 

ÅAim: color the graph so that 
there are no conflicts 

 

Kerns et al. http://www.cis.upenn.edu/~mkearns/papers/ScienceFinal.pdf 



Relevance 

ÅColor selecting game is a decentralized coordination 
game 

 

ÅApplies to many real life situations where people try 
coordinate limited amount of resources and avoid 
conflicts  
Åe.g. move this class to another room. I could ask my 

colleague and choose his room (re-color my node), then to 
avoid a conflict he has to change and gain needs to avoid 
conflicts  



Network Typology and Behavior 

Kerns et al. http://www.cis.upenn.edu/~mkearns/papers/ScienceFinal.pdf 



Results 

Kerns et al. http://www.cis.upenn.edu/~mkearns/papers/ScienceFinal.pdf 



Agenda 

ÅSimple Contagion (e.g., virus) 
ïSIR 

ÅComplex Contagion (e.g., behavior) 
ïLinear Threshold Model 

ïGame Theoretic Contagion Model 

ÅEffect of Network Topology on Contagion 

 

ÅOpinion Formation Dynamics and Cultural Evolution 

ÅRational Choice Theory 
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Opinion Formation Models 

ÅDeal with the competition between different 
possible responses to the same question/issue 

ÅAlternatives have comparable levels of 
plausibility  

ÅIn the interaction of two agents each alternative 
can in principle influence the other. 

 

ÅOpinion as a discrete or continuous variable 
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Models of Opinion Formation 

ÅAim: model the dynamics of 
agreement/disagreement among individuals 

 

ÅSome Models 
ïVoter Models 

ïMajority Rule Model 

ïSznajd model 

ïDeffuant Model 

ïHegselmann-Krause Model 
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Voter Model 

ÅDynamic Process: 
ïEach agent has a binary variable  

ïAt each time step an edge is chosen randomly 

ïOne node is chosen as influencer and one as 
adapter  

ïThe adapter copies the opinion of the influencer  

41 
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Some Modifications 

ÅIntroduce agents that do not change their opinion 

 

ÅConstrained voter models Ą agents can have three 
states (extreme A, centric, extreme B). Opposite 
extreme agents cannot interact 

 

ÅAB-Model Ą agents have to go through an 
intermediate state AB when changing their opinion 
from A to B 
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Majority Rule Model 

ÅDynamic Process: 
ïAt each step a group of r 

agents is selected 

ïAll agents inside the group 
take the opinion of the majority 
of the group 
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Group size = 3 



Sznajd Model 

ÅIdea: convincing someone is easier for 2 or more 

people than for a single individual 

ïA pair of neighbour agents is chosen randomly 

ïIf and only if the two selected agents agree they effect 

the opinion of all their nearest neighbours 
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ά¦ƴƛǘŜŘ we Stand, Divided we Cŀƭƭέ 



Summary 

Å All models treated opinion as a discrete variable 

 

Å But the opinion of an individual can be seen as a distribution 
over different possible choices (e.g. political orientation) 

 

 

 

ÅModels which allow continuous opinions : 
ÅDeffuant Model 

ÅHegelsmann-Krause Model 

 

0.05 0.6 0.05 0.05 0.2 0.05 



Deffuant Model 

ÅDynamic Process 
ïAt each timestep a randomly drawn agent i interacts with 

one of ist neighbours j 

ïThe opinion of agent i at timestep t is xi(t), while xj(t) is the 
opinion of the selected neighbour j at time t 

ïIf the difference in the opinions exceeds a treshold Ů 
nothing happens,  

ïOtherwise if      both agents adapt their opinion 
towards the other by the relative amount ɛ 
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Hegselmann-Krause Model 

ÅSimilar to Deffuant model, but  

ïeach randomly selected agent does not interact only 

with one randomly selected neightbour but with all of 

them at the same time. 

 

ïeach agent asks all their neighbours (within their 

conýdence bound) for their opinion, and then follows 

the arithmetic average of them. 
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Dynamics of culture 

What is culture? How does it diffuse? 

ÅCulture can be seen as an agglomerate of beliefes, 
opinions, values and other things that are specific to a 
group of people. 

 

ÅNo clear cut between opinion formation models and 
models of cultural dynamics 

 

ÅBut usually opinions are represented as scalar values 
while culture is represented as a vector of variables 
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Axelrod Model 

ÅCan be seen as Ăvectorialñ generalization of 

opinion formation models 

ÅEach agent has a vector of f different features  

ÅEach feature may allow q different traits 
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5 

4 
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Axelrod Model 

ÅDynamic Process: 
ïAn agent i and one of his neighbours j are randomly 

selected 

ïTheir overlap wi,j between their cultural vectors is 
computed  

ïWith the probability wi,j the interaction takes place 

ïIf the interaction takes place one feature is selected 
randomly and the trait of the neighbour j is set to the 
trait of i for this feature 
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Summary 

ÅSimple Contagion (e.g., virus) 
ïSIR 

ÅComplex Contagion (e.g., behavior) 
ïLinear Threshold Model 

ïGame Theoretic Contagion Model 

ÅEffect of Network Topology on Contagion 

 

ÅOpinion Formation Dynamics and Cultural Evolution 

ÅRational Choice Theory 
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Is our behavior rational? 

In a series of experiments 
behavioral economist  
Dan Ariel refuses the 
assumption that human 
behave in rational ways 



Everything is relative 

ÅHuman rarely choose things in absolute terms 

ÅExperimental Setup: 
ïSubscription to economist.com 

ï100 MIT students  

ï3 options to choose from 

ÅInternet-only subscription for $59 

ÅPrint-only subscription for $125 

ÅPrint and internet subscription for $125 



The decoy effect 



The decoy effect 

When we remove the decoy the print & web subscription looks 
less attractive though it did not change! 



Everything is relative 



Homo economicus? 

ÅExperiment: offer 2 types of cholocolate on a 
table 
ïLindt truffles for 15 cent (usually one costs 30 cents) 

ïOrdinary chocolate for 1 cent (usually also around 1 
cent) 

 

Å73% choose the truffles and 27% the ordinary 
chocolate  

 

 



Homo economicus? 

ÅSame experiment but decrease price 1 cent 
ïLindt truffles for 14 cent (usually one costs 30 cents) 

ïOrdinary chocolate for 0 cent (usually also around 1 
cent) 

 

 

 

Å31% choose the truffles and 69% the ordinary 
chocolate  

 

 



Zero price effect 

ÅThey repeated the experiment also next to the 
cashier in cafeteria  
ïControl the finding the money effect 

 

ÅIf sth is free no risk (potential loss due to wrong 
decision) is involved  

ÅLoss aversion: avoiding potential losses is more 
important for us than maximizing potential gains 
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Homo socialis? 

Option 1 Option 2 

85$ for you 100$ for you 

85$ for another person 50$ for another person 

http://www.soms.ethz.ch/Workshop2014/w2014_gametheory_di2_murphy 60 



Homo emotionalis? 

ÅHot-cold-empathy gaps (Loewenstein, 1996) 

ÅDrive states such as hunger, thirst, sexual 
desire, craving for a drug one is addicted to or 
pain may make people behave against their self-
interest 

Projection Bias 
ïProjection of future preferences depends on our 

current state 
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Projection Bias 

ÅDoes the current state of hunger change which 

snack people will order for delivery next week? 

 

ÅPeople asked right after lunch (not hungry), 42% 

choose unhealthy snack. 

ÅPeople asked four hours after lunch (hungry), 

78% choose unhealthy snack. 
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Other Cognitive Biases I 

ÅEndowment effect:  

ïTendency of people place a higher value on a good 

that they own than on an identical good that they do 

not own 

 

 

 



Other Cognitive Biases II 

ÅHyperbolic Discounting: The 

tendency for people to prefer 

immediate payoffs relative to later 

payoffs. Valuation does not fall by a 

constant factor by time unit. 

 

 



Prospect theory 
(Tversky and Kahneman, 1979) 

ÅProspect theory describes the way people choose 
between probabilistic alternatives that involve risk. 

 

ÅThe distorted perception of risk probability has been 
quantified experimentally by Kahneman and 
Tyversky.  

 

ÅKahneman was awarded the 2002 Nobel Memorial 
Prize in Economics for his work in prospect theory! 

 
 



Prospect theory  
(Tversky and Kahneman, 1979)  

Å The theory states that people make decisions based on the 
potential value of losses and gains rather than the final outcome 

Å People decide which outcomes they consider equivalent, set a 
reference point and then consider lesser outcomes as losses and 
greater ones as gains. 

Å The value function that passes through the reference point is s-
shaped and asymmetrical. 

 

 

 

 

 

 

 



Prospect theory ï Examples 

Choose A or B 

ÅA: 80% chance to loose $1000. 

ÅB: Loose $700 for sure 

 

ÅMost choose A.  

ÅHowever, the better option would be B since 

the expected loss for A is $800. 



Prospect theory ï Examples 

Choose A or B 

A: 1% chance to lose $100,000. 

B: Pay $1,100 for insurance against a 1% chance 

to lose $100,000. 

 

ÅMost sleep better when choosing B.  

ÅHowever, the better option would be A since the 

expected loss for A is $1000. 



Fourfold Pattern 
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We are willing to grasp  
glimmers of hope in the  
face of certain loss 


